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Abstract: Many machine-learning applications and methods are emerging to solve problems as-
sociated with spatiotemporal climate forecasting; however, a prediction algorithm that considers
only short-range sequential information may not be adequate to deal with periodic patterns such
as seasonality. Phase shifts and non-stationarity of periodicity are the key components in the
model to support. In this paper, we propose a Soft Periodic-CRN (SP-CRN) with three proposals
of utilizing periodicity components: nearby-time (PRD-1), periodic-depth (PRD-2), and periodic-
depth differencing (PRD-3) representation to improve climate forecasting accuracy. The attention
module in the SP-CRN could weight the importance of periodic representations, which helped in
capturing the periodic pattern. In order to capture the spatial change over the periodicity phase,
we also propose dynamic spatial weights (DSW) on attention module, which are multiple spatial
weights for the attention module output, and switched according to the prediction month. We ex-
perimented on geopotential height at 300 hPa (ZH300) and sea surface temperature (SST) datasets
of ERA-Interim. The results showed that the proposed method improved the prediction accuracy
and could learn the periodicity from the data, which capture the phase shift and non-stationarity
of periodicity in ZH300 and SST.

1 Introduction

Increasing climate remote sensing (e.g., weather satel-
lite, AMeDAS), including re-analysis data that com-
bine numerical simulations with observations, gener-
ates a massive amount of data. Furthermore, it con-
sumes a lot of computational resources to make a fore-
cast by using numerical weather prediction (NWP)
models, and requires climatology knowledge to build
a model, unlike machine learning (ML). Currently,
many applications are using ML in the climate do-
main, such as tropical cyclone forecasting and long-
term rainfall prediction [1].

The spatiotemporal forecasting problem in the cli-
mate domain given by the spatial and temporal data
is crucial for predicting the next time frame. The con-
volutional long short-term memory network (ConvL-
STM) [2] is the first ML method to tackle spatiotem-
poral climate forecasting by extending a fully con-
nected LSTM (FC-LSTM) with convolutional struc-
tures. ConvLSTM was tested on precipitation now-
casting (up to 6 hours) in Hongkong from radar echo
dataset.

Meanwhile, periodic patterns, e.g., seasonality, ex-
ist in a global spatiotemporal climate pattern. For ex-
ample, the positive and negative phases of the North
Atlantic Oscillation (NAO) predominantly appear
in boreal winter over the Northern Hemisphere [3].
Looking deeper into the periodic patterns, there are

two periodic patterns that we consider in this re-
search; (1) the phase shift, such as the late summer
and early autumn, and (2) non-stationarity of period-
icity. Climate seasonal shifts in terms of spatial and
intensity may not be the same every year. To tackle
the problem of phase shift and non-stationarity of
periodicity patterns, the model should consider the
nearby time (months) and multiple cycles.

Although ConvLSTM and other novel spatiotem-
poral forecasting methods are suitable for spatiotem-
poral forecasting, they do not consider periodicity.
The Committe ELM (Comm-ELM) [4] added a digit
for the month as metadata as one of inputs to indi-
cate yearly periodicity. Meanwhile, Periodic Convo-
lutional Recurrent Network (Periodic-CRN) [5] has
been proposed in a different domain (Taxi trans-
portation) as a spatiotemporal forecasting model that
makes use of the data’s periodicity. The idea is to
store the CRN component’s output in the periodic
representation dictionary (PRD) for re-use. Rep-
resentations from the dictionary were used through
an attention mechanism [6] to improve the forecast-
ing accuracy of the crowd density across two taxi
datasets from Beijing and Singapore. However, all of
these methods assume stationary periodicity, which
means they can not capture the phase shift or non-
stationarity of periodicity patterns.

Based on the idea of Periodic-CRN, we propose
Soft Periodic-CRN (SP-CRN) [7] with three types of



PRD that improve the prediction accuracy by con-
sidering phase shift and non-stationarity of period-
icity: Nearby-Time, Periodic-Depth, and Periodic-
Depth-Differencing representations. In the work [7],
the spatial weight on attention module was only single
spatial weight which we named as the static spatial
weights (SSW) on attention module in this paper. In
order to capture the spatial change over the period-
icity phase, we propose the dynamic spatial weights
(DSW) on attention module. The experiments com-
pared the model performances to predict one-month
ahead for a geopotential height at pressure 300 hPa
(ZH300) and sea surface temperature (SST). Then we
analyzed the periodicity of attention weight to indi-
cate the importance of periodic representation for the
prediction. The accurate prediction and the under-
standing of periodic patterns may help to indicate the
threats of nature.

2 Materials and Methods

2.1 Overview

The entire architecture is shown in Fig. 1. The pro-
cess of this method begins with learning the sequen-
tial input in the CRN component (Fig. 1(a)). Then,
the hidden state output from the CRN component is
saved as a periodic representation (Fig. 1(b)), and it
is loaded according to the proposal described in Sec-
tion 2.4. Next, to estimate the relevance of each pe-
riodic representation to the hidden state output, the
representations are weighted by the attention mod-
ule (section 2.5) as the representation output from
the periodic representation component. The hidden
state output of the two components is combined (fu-
sion module in Fig. 1(f)), also the extended idea of
DSW is explained in Section 2.6. Finally, the meta-
data component (Fig. 1(g)) is added as the original
Periodic-CRN has, then combined to the output from
fusion module as described in Section 2.7 to obtain
the prediction.

2.2 Problem Statement

We regard our climate prediction task as similar to
a next video frame prediction, where input is a se-
quence of spatial 2-dimensional data, and the output
is spatial data of the next timestep. Climate data for
a geo-spatio-temporal domain is aggregated into mul-
tichannels of a 2-dimensional data X̂(t) ∈ RM∗W∗H ,
where M , W , H are the number of channels, width
(longitude), and height (latitude), respectively, and t
is a data time index.

Eq. (1) is a problem statement, where X̂(t+N) is
a spatial climate variable at time t + N , where N
is a natural number. θ is model parameters of the
function F ; τ is a natural number of a pre-defined se-
quence length (τ = 1, 2, 3, ...), and X(t), ..., X(t−τ+1)

are spatial sequence input data.

X̂(t+N) = F (X(t), ..., X(t−τ+1); θ) (1)
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Figure 1: The SP-CRN (LSTM) architecture. (a) the
CRN component, (b) the PRD, (c) update mecha-
nism, (d) load mechanism, (e) the attention module,
(f) fusion module, and (g) metadata component.

2.3 CRN Component

To capture spatiotemporal patterns of an input se-
quence, we need a network that considers spatial de-
pendencies. The convolution operator inside CRN
component (Fig. 1(a)) is responsible for extracting
spatial latent features from a low to high level. We
selected ConvLSTM as a CRN component for this re-
search, and named it SP-CRN (LSTM).

2.4 Periodic Representation

The purpose of this component is to consider a pe-
riodic pattern of the input sequence. A hidden state

output from the CRN component (h
(t+N)
crn ) is stored as

a periodic representation (P ), where crn refers to the
CRN component. The periodic representation pro-
cess of the load and update mechanisms is shown in
Fig. 1(c),(d).

2.4.1 Update Mechanism

The output representation from the CRN component
is stored as a periodic representation to the PRD
and re-used in the next periodic cycle depending on
the load mechanism explained in Section 2.4.2. The
update mechanism is the depth-wise queue (First-
In–First-Out), where it is repeated every time step
(month by month). The process has two steps: the
first, shift representation, prepares the available space
in P for the new representation, which is shifted from
the bottom (the latest) to the top (the earliest) of P ;
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Figure 2: The conceptual diagram of the proposed
PRD in case of monthly representation. Each cell in-
dicates a saved representation for the future reference.
Type PRD-1 refers adjacent months of the last year,
and types PRD-2 and 3 refer the same month of prior
consecutive years.

the second, save new representation, the new repre-
sentation is saved to the bottom of P .

2.4.2 Load Mechanism

To use periodicity in the model, the representations
from the PRD are loaded with three different pro-
posals. Note that the load mechanism proceeds be-
fore the update mechanism. The representation at
the bottom of P is the representation of the previous
periodic cycle. Fig. 2 shows the conceptual diagram
of the proposed PRD.
Nearby-Time Representation (PRD-1): In this
work, to capture a phase shift that may change every
year, we extended the periodic attention mechanism
component idea from the original Periodic-CRN to
include nearby (months) representations for the pre-
vious year. For example, to find a yearly periodic
representation of July 1999 where the nearby month
is 2, the representations of May, June, July, August,
and September of 1998 are loaded.
Periodic-Depth Representation (PRD-2):
The periodic representation in the first proposal,
the nearby time representation, considers only
one year’s prior representation. We extended the
representation to be more than one period prior,
and use only the same time index (phase). The load
mechanism loads all the representations that are in
the same phase of the previous cycles. For example,
to find a periodic representation of July 1999 where
the depth is 5, the representation of July 1998, 1997,
1996, 1995, and 1994 are loaded.
Periodic-Depth-Differencing Representation
(PRD-3): Similar to the second proposal, we
considered the change over cycles by taking the
difference between the month of two adjacent years.
In this proposal, we used a differencing of two
years. The load mechanism loaded the differencing
of representation. For example, to find a periodic
representation of July 1999 where the depth is 5, the

representation of July 1998 minus 1997, 1997 minus
1996, 1996 minus 1995, and 1995 minus 1994 are
loaded.

2.5 Attention Module

In this method, as shown in Fig. 1(e), we merged the
output from CRN component and the loaded rep-
resentations from the PRD. The attention mecha-
nism [6] was used to weight the multiple represen-
tations, which indicated the importance of each rep-
resentation according to the softmax operation.

2.6 Fusion Module

The periodic representation from attention module
and the representation output from CRN component
are now combined in this module as shown in Fig. 1(f).
Then transform the output shape with convolution
operation to obtain the prediction output.

The SP-CRN [7] uses static spatial weights (SSW)
on the output from the attention module before input
to the fusion module. However, the SSW is a spatial
weight regardless of the prediction month and may not
denote the change over the periodicity phase. This
paper proposes dynamic spatial weights (DSW) on
attention module, a set of spatial weights with the size
of periodicity phase (the size of 1 year periodicity is
12), which will be switched according to the prediction
month during both training and inference.

2.7 Metadata component

The metadata component idea is added to the model
as it is in the original Periodic-CRN [5] to indicate the
month of the year with one-hot encoding. The meta-
data component was added at the end of the fusion
module in Fig. 1(f), and Section 2.6. The metadata
component may help the model indicating the phase
of periodicity better to increase prediction accuracy.

3 Experiment Settings

3.1 ERA-Interim Dataset

ERA-Interim1 is a dataset from the European Centre
for Medium-Range Weather Forecasts (ECMWF), an
objective re-analysis of a global atmospheric variable
from 1 January 1979 to 31 August 2019. The dataset
includes a 4-dimensional variational analysis (4D-
Var): latitude, longitude, air pressure (height),
and time. The monthly means of daily means was
used as a time resolution. To validate the proposed
method performance, we chose two climate variables
from ERA-Interim: geopotential at 300 hPa (Z300)
and sea surface temperature (SST). In addition, the
two datasets used the same periods of training, vali-
dation, and test set (1979–2015, 2016, and 2017–2018,
respectively). Fig. 3 shows the sample of datasets.

1https://apps.ecmwf.int/datasets/data/interim-full-
moda/levtype=pl/



(a) ZH300 (b) SST

Figure 3: A sample of the monthly spatial plot of Jan-
uary 2018. (a) The Northern Hemisphere of ZH300
data, where deep blue represents the lower value of
ZH300. (b) The entire globe in the spatial grid of
SST data, where deep red represents high tempera-
ture, and the terrain area (white) is ignored. Note
that these projections are just for visualization.

Z300 is at the same height as the jet stream, a
strong upper-tropospheric wind axis 9–12 km above
sea level. The jet stream wind separates the high
and low pressure systems representing hot and cold
weather, respectively. Atmospheric variation in the
upper troposphere is used for weather prediction at
the surface because the air circulation can be a pre-
cursor to weather prediction [8]. In this paper, Z300
is converted to a geopotential height at pressure level
300 hPa (ZH300) divided by gravitational accelera-
tion (9.8 m/s2). Then we extracted the data to a 90
(latitude) × 360 (longitude) grid size that covered the
Northern Hemisphere.

Sea surface temperature (SST) plays an important
role in the interaction between the earth’s surface and
atmosphere. It is an important parameter in energy
balancing at the earth’s surface and is also a critical
indicator of the heat of sea water. We chose a global
SST with a 1 degree grid resolution, which is the spa-
tial size of 180 (latitude) × 360 (longitude).

3.2 Evaluation Metric

As the area around the North and South Pole is less
than the equator area, a latitude-weighted root mean
square error (RMSE) was employed as an evaluation
metric. A latitude-weighted RMSE was also the eval-
uation metric in WeatherBench [9], the first bench-
mark for data-driven, medium-range climate predic-
tion.

3.3 Comparison Methods

Convolutional neural networks (CNN): A CNN
is a standard deep-learning method for next video
frame prediction. It is also widely used and applied
as a model for climate prediction. In this experiment,
we used five convolutional layers, the last being the
output layer with an output channel of one.
ConvLSTM: To determine the benefit of using an
LSTM structure that captures change over time, we
adopted a ConvLSTM as a baseline method. We re-
placed the first two layers with ConvLSTM from the

CNN baseline model; that is, two layers of ConvLSTM
and three layers of CNN. Then we applied consecutive
a prior spatial input to the model.
SP-CRN (LSTM): As described in Section 2, we ap-
plied the ConvLSTM as the CRN component for the
SP-CRN model. The SP-CRN (LSTM) will undergo
further experimentation for our periodicity proposals.

3.4 Settings

We conducted the experiments to test the hyper-
parameters on CNN and ConvLSTM to find suit-
able ones for our experiments. The hyperparameters
tested compared the kernel size of 3 × 3, 5 × 5,
and 7 × 7, and the number of filters of 16, 32,
and 64. Though the RMSEs on validation data were
slightly different, we selected the 3 × 3 kernel and
16 filters for the time of our computational resources.
Then we replaced the CNN layer with a ConvLSTM
layer. The same hyperparameters were used for all
the methods because the baseline algorithms and the
proposed method used the similar CNN base network.
A dropout rate of 0.5, and ELU activation functions
were applied to every layer except the output layer,
which used the identity function.

We performed all the models using an Adam opti-
mizer with a learning rate of 10−4, using mean square
error (MSE) as a loss function. Shuffled training data
was used to train CNN and ConvLSTM to be more
generalized; on the other hand, SP-CRN did not use
shuffled training data because the PRD component
considers the order of training data. We adopted early
stopping with 100 epoch patience on validation loss.
We trained and evaluated each model five times and
computed the average RMSE from each model predic-
tion result. The dataset was scaled using standard-
ized (Z-score normalization) by calculating the mean
and standard deviation (SD) from the whole of space
and time in the training dataset. The Z-score normal-
ization makes the learning a stable convergence and
leads a better result.

All the experiments of SST were the same as for
ZH300. The only difference was the size of the spa-
tial data: 90 × 360 (ZH300) and 180 × 360 (SST).
The spatial data of SST contained masking, which ig-
nored all the terrain area (the white space in Fig. 3b).
We replaced the terrain area with 0 and ignored it
when using the standardized method in the training
dataset and MSE in the loss function. The same hy-
perparameters as ZH300 were used: a 3 × 3 kernal
and 16 filters. We also used the same set of compari-
son methods.

4 Results

4.1 Results on ZH300

4.1.1 PRD Types

We used the SP-CRN (LSTM) as the model with pe-
riodicity component to perform the PRD proposals.
Note that SP-CRN refers to SP-CRN (LSTM) from



Table 1: Evaluation (average RMSE and SD of av-
erage RMSE in meter) of different settings on the
ZH300 prediction for SP-CRN and comparison meth-
ods. The settings (x, y, z) are the numbers of
the nearby-time of PRD-1, periodic-depth of PRD-
2, and periodic-depth of PRD-3, respectively.

Method RMSE SD
SSW | DSW SSW | DSW

CNN 141.79 16.54
ConvLSTM 126.75 9.70
SP-CRN (LSTM) 76.89 13.43
SP-CRN-1 (1,1,0) 74.22 | 68.26 15.44 | 11.73
SP-CRN-2 (0,4,0) 70.58 | 59.91 12.43 | 10.82
SP-CRN-3 (0,0,2) 67.97 | 66.60 11.95 | 12.52
SP-CRN-1+2 (1,4,0) 82.89 | 56.91 13.85 | 11.25
SP-CRN-1+3 (1,0,2) 66.39 | 63.07 12.21 | 9.81
SP-CRN-2+3 (0,4,2) 88.44 | 57.47 10.56 | 11.13
SP-CRN-1+2+3 (1,4,2) 80.59 | 54.72 11.65 | 10.84
SP-CRN-1+3-M (1,0,2) 50.27 | 64.02 12.77 | 10.13

now on. We have tested with varying input sequence
lengths and confirmed that five months is enough;
therefore, an input sequence length of five months was
selected as the baseline setting. We experimented on
the SP-CRN for the three proposals in different set-
tings. We have tested various settings [7] and showed
only the best setting in each PRD type in Table 1.
Note that the results explained in this section were
based on SSW, and did not include the metadata.

All the proposals on SP-CRN had better prediction
accuracy than SP-CRN (LSTM) baseline, indicating
that the periodicity utilization proposals helped im-
prove prediction accuracy. The result of SP-CRN-1
indicated that the nearby-time representation of plus
and minus one month in one prior periodic cycle im-
proved the prediction accuracy. SP-CRN-2 proposal
result indicated that the importance of the informa-
tion of the previous four periodic cycles for ZH300
prediction and possibly for the four-year oscillation of
ENSO [10]. SP-CRN-3 outperformed the baseline re-
sult, of which SP-CRN-3 had an RMSE of 67.97 m.
The result clearly showed that the change over cy-
cles significantly improved ZH300 prediction accuracy.
In summary, using SP-CRN for periodicity in ZH300
prediction was most effective for periodic-depth differ-
encing representation (PRD-3) followed by periodic-
depth representation (PRD-2) and nearby-time rep-
resentation (PRD-1).

4.1.2 Combination of PRD Types and
Metadata

We mixed the proposals of SP-CRN-1, SP-CRN-2,
and SP-CRN-3, and combined with alll the combina-
tions. Then, we selected SP-CRN-1+3 as the mixed
proposal to be added to the metadata component (SP-
CRN-1+3-M).

The mixed proposal of SP-CRN-1+3 was the best
compared with the other mixed proposals, which im-
proved SP-CRN-1 and SP-CRN-3 accuracy with an

SP-CRN-2 (0,4,0) SSW SP-CRN-2 (0,4,0) DSW

SP-CRN-1 (1,1,0) SSW SP-CRN-1 (1,1,0) DSW

Figure 4: The ZH300 error distribution of SP-CRN-
1 (1,1,0) SSW, SP-CRN-1 (1,1,0) DSW, SP-CRN-2
(0,4,0) SSW, and SP-CRN-2 (0,4,0) DSW in January
2018, with RMSE of 72.51 m, 63.16 m, 63.03 m, and
55.94, respectively.

RMSE of 66.39 m by considering the periodicity
in both directions (nearby-time and periodic-depth).
In contrast, the other mixed proposals with PRD-2
were worse than their baseline models. The meta-
data component in SP-CRN-1+3-M was superior at
indicating the phase of periodicity and had the lowest
RMSE comparing to SP-CRN-1+3 (base model).

4.1.3 Static Spatial Weights vs Dynamic Spa-
tial Weights

We experimented on all SP-CRN settings with DSW
to check the availability of dynamic spatial weight
for attention module output. The results in Ta-
ble 1 clearly shows that DSW drastically improved
for the SP-CRN results except for SP-CRN-1+3-M.
SP-CRN-3 and SP-CRN-1+3 results of DSW were
slightly better than the SSW results. The PRD-3 of
DSW results may indicate that the change over cycle
in each month was not much different, so the DSW did
not affect the prediction accuracy. The DSW behavior
was metadata-like which may confuse the network be-
cause the DSW of SP-CRN-1+3-M already included
the metadata component.

We plotted the error distribution (Fig. 4) compar-
ing the SSW and DSW for SP-CRN-1 and SP-CRN-2,
and selected a month that the prediction accuracy was
similar to the Table 1. The figures show that the high
error areas of DSW were removed from the prediction
results, especially the SP-CRN-2 that the lower errors
were also removed in low latitude areas.
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Figure 5: The average attention weight of training
data on SP-CRN-1 (1,1,0) for ZH300 prediction from
the average of five runs.

4.1.4 Periodicity Analysis

We analyzed the weight in the attention module (Sec-
tion 2.5), which indicated the importance of the pe-
riodic representation collected in the PRD. Fig. 5
shows the attention weight of the SP-CRN-1 (1,1,0)
model, which was the best setting in SP-CRN-1 SSW
of the ZH300 prediction. The phase of periodicity for
one prior periodic cycle for one month ahead (plus-1)
was more important than the same (self) or previ-
ous month (minus-1) of SSW and DSW, respectively.
The attention weight of SSW plus-1 was high in May
and October but low in February, while the atten-
tion weight for self was the opposite. Meanwhile, the
DSW plus-1 was similar, but the height from May
to December differed from SSW plus-1 from June to
September. The minus-1 was smooth for all phases,
indicating the same importance for every month of
the ZH300 prediction.

Fig. 6 shows the attention weight for the ZH300 pre-
diction with the SP-CRN-2 model. The periodic cycle
of prior 1–4 years were considered together with the
attention module. The overall weights were almost
equal among the different depths between the weight
of 0.1 to 0.4 excepts SSW depth-4, which indicated
the importance of the fourth prior year over the other
years in SSW. The single spatial weight of SSW, the
depth-4 was significant. While the dynamic spatial
weight of DSW, all the depths were not significantly
different.

4.2 Results on SST
4.2.1 PRD Types

We have also tested with varying input sequence
lengths, and confirmed that the five months is enough,
which was the same input length as ZH300 exper-
iments. We experimented for the three proposals
compared with various settings for SP-CRN, and se-
lected the best setting result for each proposal. Ta-
ble 2 shows the best result of each PRD type and
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Figure 6: The average attention weight of training
data on SP-CRN-2 (0,4,0) for ZH300 prediction from
the average of five runs. The attention weight of
depth-1 to depth-4 was the value of the prediction
month for one to four prior periodic cycles.

Table 2: Evaluation (average RMSE and SD of aver-
age RMSE in Kelvin) of different settings on the SST
prediction for SP-CRN and comparison methods.

Method RMSE SD
SSW | DSW SSW | DSW

CNN 3.32 0.05
ConvLSTM 3.02 0.06
SP-CRN (LSTM) 0.88 0.09
SP-CRN-1 (1,1,0) 0.79 | 0.56 0.10 | 0.04
SP-CRN-2 (0,6,0) 0.61 | 0.49 0.05 | 0.04
SP-CRN-3 (0,0,2) 0.55 | 0.56 0.04 | 0.05
SP-CRN-1+2 (1,6,0) 0.74 | 0.47 0.08 | 0.03
SP-CRN-1+3 (1,0,2) 0.56 | 0.59 0.05 | 0.04
SP-CRN-2+3 (0,6,2) 0.65 | 0.47 0.05 | 0.03
SP-CRN-1+2+3 (1,6,2) 0.61 | 0.48 0.05 | 0.04
SP-CRN-1+3-M (1,0,2) 0.43 | 0.46 0.03 | 0.03

combinations of SP-CRN. The results for SP-CRN-1
were slightly better than for SP-CRN (baseline). SP-
CRN-3 outperformed the baseline result, for which
SP-CRN-3 had the best RMSE of 0.55 K, and the
change over cycles played an important role. The re-
sults showed that SP-CRN-2 with more than four
years and SP-CRN-3 with the depth of two drastically
improved prediction accuracy. In summary, the order
of the effectiveness of SP-CRN in periodicity utiliza-
tion for an SST prediction was PRD-3 over PRD-2
and PRD-1.

4.2.2 Combination of PRD Types and
Metadata

Table 2 shows the results of all mixing proposals. SP-
CRN-1+3 was the best of all mixed proposals with an
RMSE of 0.56 K, which was no statistical difference to
SP-CRN-3 (baseline). Mixing the proposals produced
no accuracy improvement from baseline. Meanwhile,
the metadata component was added to SP-CRN-1+3
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Figure 7: The SST error distribution of SP-CRN-
1 (1,1,0) SSW, SP-CRN-1 (1,1,0) DSW, SP-CRN-2
(0,6,0) SSW, and SP-CRN-2 (0,6,0) DSW (RMSE of
0.60 K) in January 2018 with RMSE of 0.75 K, 0.60
K, 0.65 K, and 0.54 K, respectively.

to indicate its performance for an SST prediction of
the best mixed proposal. The metadata component
of SP-CRN-1+3-M, on the other hand, demonstrated
its superiority by improving prediction accuracy with
an RMSE of 0.43 K and a small SD compared to SP-
CRN-1+3 (baseline).

4.2.3 Static Spatial Weights vs Dynamic Spa-
tial Weights

The results of DSW (Table 2) were similar to the
ZH300 results which there was an accuracy improve-
ment for almost the SP-CRN settings. Also, the PRD-
3 of DSW in SST did not improve the accuracy in SP-
CRN-3 and SP-CRN-1+3. However, including PRD-2
along with PRD-3 of DSW in SP-CRN-1+2+3 helped
improve prediction accuracy. The DSW of SP-CRN-
1+3-M showed worse prediction accuracy compared
to SSW, which is the same trend as ZH300 result.

Fig. 7 show the error distribution of SP-CRN-1 and
SP-CRN-2. The error distribution of DSW obviously
showed lower error especially in the subtropical area.

4.2.4 Periodicity Analysis

Fig. 8 shows the attention weight of SP-CRN-1 (1,1,0)
which was the best result in the SP-CRN-1 settings.
The periodic pattern of SSW plus-1 was similar to
DSW plus-1 (Fig. 5) in terms of one decrease in
the early year and then two peaks. The plus-1 and
minus-1 had occasional importance according to some
months, while the attention weight of self was smooth
every month. The difference in the attention weight
pattern of plus-1 and drastically different RMSE be-
tween SSW and DSW, especially in June to August,
indicated that each periodicity phase needs a specific
periodicity pattern.

Fig. 9 shows the attention weight of SP-CRN-2
which showed the importance of periodic-depth from
one to six years of a periodic cycle. The overall
weights were about 0.1–0.2 for all months, which was
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Figure 8: The average attention weight of training
data on SP-CRN-1 (1,1,0) for SST prediction from
the average of five runs.
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Figure 9: The average attention weight of training
data on SP-CRN-2 (0,6,0) for SST prediction from
the average of five runs.

about the average of six weights—0.167, except the
late year of SSW depth-5 and DSW depth-1, which
seems to have a periodic cycle.

5 Discussion

First, a clear outcome of this study is that SP-CRN-
1 (1,1,0) prediction results of ZH300 and SST are
the best among the PRD-1. Considering only nearby
one month of PRD-1 can indicate that the phase
shifts of periodicity have occurred in the range of one
month. During a season (a term of three months),
climate variables may have a similar changing ten-
dency. In addition, for ZH300 (Fig. 5), plus-1 and
self show obvious opposite relationship, while for SST
(Fig. 8), plus-1 and minus-1 indicate opposite rela-
tionship, which may reflect the time-scale of persis-
tence of each change.

Second, the SP-CRN-2, which considers the prior
periodic cycle of four years, turns out the best predic-



tion accuracy in PRD-2 of ZH300, and the drastic ac-
curacy improvement when considering for more than
four years of SST. Quasi-biennial and ENSO time-
scale variations [11] are a possible cause of the four
year periodic cycle that is occurred in SP-CRN-2 re-
sults.

Lastly, the proposed method of DSW can improve
the prediction accuracy on ZH300 and SST when
without metadata. The results of SSW with meta-
data were better than the DSW without metadata,
which means the metadata with SSW is enough to
obtain the best prediction result. The metadata com-
ponent with DSW (metadata-like) may conflict with
each other in switching the periodicity phase. On the
other hand, regarding periodicity analysis, we need
further analysis of how spatial weights affect atten-
tion weights on the DSW.

6 Conclusions

In this paper, we adopted the Periodic-CRN model to
use the periodicity component for climate forecast-
ing, and proposed a Soft Periodic-CRN (SP-CRN)
with three types of periodic representation dictio-
naries (PRD)—nearby-time (PRD-1), periodic-depth
(PRD-2), and periodic-depth differencing (PRD-3)
representation—to overcome the phase shift and non-
stationarity of periodic patterns. The experiments
were conducted to perform periodicity on ZH300 and
SST of the ERA-Interim dataset. The results showed
the superiority of periodicity on SP-CRN (LSTM)
over their base model (ConvLSTM). Moreover, our
PRD proposals showed that the effectiveness of SP-
CRN in PRD-3 over PRD-2 and PRD-1, respectively,
for ZH300 and SST predictions. Furthermore, the
dynamic spatial weights (DSW) on attention module
were applied to the model, and improved prediction
results over the static spatial weights except for the
SP-CRN with metadata component. Lastly, in the at-
tention weight analysis, the importance of one-month
ahead of one prior periodic cycle had the most impact
on the prediction.
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